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ABSTRACT
Emergency rescue scenarios are considered to be high-risk scenar-
ios. Using a micro air vehicle (MAV) swarm to explore the environ-
ment can provide valuable environmental information. However,
due to the absence of localization infrastructure and the limited
on-board capabilities, it’s challenging for the low-cost MAV swarm
to maintain precise localization. In this paper, a collaborative lo-
calization system for the low-cost heterogeneous MAV swarm is
proposed. This system takes full advantage of advanced MAV to
effectively achieve accurate localization of the heterogeneous MAV
swarm through collaboration. Subsequently, H-SwarmLoc, a rein-
forcement learning-based planning method is proposed to plan
the advanced MAV with a non-myopic objective in real-time. The
experimental results show that the localization performance of our
method improves 40% on average compared with baselines.

CCS CONCEPTS
• Computer systems organization→ Sensor networks; • Com-
puting methodologies→ Planning under uncertainty.
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1 INTRODUCTION
Emergency response scenarios, including earthquakes, gas leaks,
and nuclear radiation, are considered hazardous due to the com-
plexity of the operating environment. Rescuers have little prior
information about the environment, which may cause inefficient
subsequent rescue operations [1, 2].

Using MAV swarm consisting of miniature aerial sensors to nav-
igate and explore in such dangerous environments autonomously
provides valuable fine-grained real-time environmental informa-
tion. This information allows rescuers to understand the evolution
of the emergency scenarios in advance, and to draw up effective
strategies to minimize the loss of life and damage to property [3–7].

Accurate localization of the MAV swarm is a crucial step to
complete exploration in emergency scenarios [8, 9]. Precisely, the
MAV swarm can navigate to a set of goal locations only if they have
accurate location information. Subsequently, they are able to collect
environmental information [10–12]. The following challenges must
be considered to localize the MAV swarm.

• Limited onboard capabilities: The above scenarios need
a large-scale MAV swarm to explore simultaneously to in-
crease efficiency. Meanwhile, MAVs are highly susceptible
to damage in these hazardous scenarios. To reduce overall
cost, the MAV swarm usually consists of low-cost and low-
complexity nodes with limited onboard sensing, computing,
and communication capabilities. Using classic methods such
as dead-reckoning, the localization error of MAVs accumu-
lates rapidly over time due to noisy measurements [13].
• Lack of localization infrastructure: The localization in-
frastructure provides external reference signals for the MAV
swarm to limit the localization error. However, it is impossi-
ble to manually deploy supporting sensors such as beacons
in advance in these dangerous scenarios. Even if the localiza-
tion infrastructure existed, it is highly likely damaged due
to the disasters. This indicates that no reference signal is
available to correct the localization error [14].

Researchers have proposed methods to maintain localization
accuracy for the MAV swarm. Several methods rely on external in-
frastructures, such as GPS and motion capture devices [15–20]. The
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Figure 1: Illustration of the heterogeneous MAV swarm. The
AMAV provides localization services to BMAVs.

reliance makes it necessary to deploy a huge amount of supporting
sensors in advance [21–23]. Recently, a few methods have been
proposed to accurately localize the MAV swarm without relying
on any localization infrastructure [24–29]. These methods require
advanced sensors such as depth cameras or LiDARs, which are too
expensive to be applied to the MAV swarm on a large scale [30–32].
To avoid over-dependence on localization infrastructure and ad-
vanced sensors, a few methods are proposed to provide temporary
localization infrastructure by landing some MAVs. These methods
require a large number of MAVs to establish temporary localization
infrastructure, especially for large-scale areas. [13, 33–35].

This paper tries to answer the research question: How can the
low-cost MAV swarm accomplish precise localization in a
large space without localization infrastructure? As Fig.1 il-
lustrates, we propose a collaborative localization system for the
heterogeneous MAV swarm consisting of two types of nodes: (1) A
large number of basic MAVs (BMAVs) with limited sensing, comput-
ing, and communication capabilities. The BMAVs operate according
to the requirements of tasks. The precise localization of BMAVs is
the key to successful mission execution. However, the localization
error of BMAVs increases over time when using only noisy mea-
surements with classic methods. (2) A small number of advanced
MAVs (AMAVs) with premium computing, sensing, and communica-
tion capabilities. The AMAVs can autonomously localize themselves
by utilizing premium capabilities. The AMAVs are equipped with
downward visual sensors to generate observations to localize BMAVs.

Since a few of AMAVs generate observations for plenty of BMAVs
to limit the localization error, the major challenges in planning
AMAVs are two folds. First, the AMAVs at a higher altitude can
generate observations for more BMAVs, but higher altitude results
in noisier observations. The AMAVs need to balance a trade-off
between the number of BMAVs observed and the quality of the
observations. Second, the AMAVs can move in any direction at any
time, which leads to a considerable action space. It’s challenging to
find an optimal solution. In addition, the AMAVs need to be planned
to limit the localization error of BMAVs for a long term. Therefore,
the planning of AMAVs is a receding horizon path-planning prob-
lem, which usually implies the high computational cost [36–38].

In this paper, we model the planning of AMAVs as a sequential
decision problem and discretize their action space. H-SwarmLoc, a
deep reinforcement learning-based planning method is proposed
then to learn the structural characteristics of BMAVs’ estimations
and plan the AMAVs for a non-myopic objective. This method
maximizes a discounted sum of future rewards to handle infinite
planning horizons. Besides, the networks are trained to improve the
policy during the offline phase, and effectively plan the movement
of AMAVs online at deployment in a short time.

The main contributions of this paper are listed as follows:

• Propose a system to localize the low-cost heterogeneous
MAV swarm accurately and effectively by taking full advan-
tage of AMAVs through collaboration.
• Propose H-SwarmLoc, a reinforcement learning-based plan-
ning method to schedule the AMAV for the non-myopic
objective in real time to localize the MAV swarm.
• Evaluate the proposed system and method with physical
feature-based experiments on the simulation platform.

The paper is organized as follows: §2 presents the key compo-
nents and problem definition. §3 introduces our system and H-
SwarmLoc. §4 illustrates experimental results. Finally, §5 discusses
the future research directions, and §6 concludes the paper.

2 PROBLEM DEFINITION
In this session, we first give preliminary definitions of the system,
including the state models of the BMAV and the AMAV, the ob-
servation model of the AMAV, and the estimation model of the
BMAV. Subsequently, we will describe the goal of the H-SwarmLoc.
Finally, we formulate the problem of planning the AMAV to limit
the location estimation error of the heterogeneous MAV swarm.

2.1 Key Definitions
Environment Description: Consider a bounded and obstacles
free region Ω ∈ R3 with length 𝐿, width 𝑊 , and height 𝐻 . A
heterogeneous MAV swarm operates in Ω. The swarm consists of
several BMAVs and an AMAV. The BMAVs move independently
in the Ω with a low height which is constant during the mission.
The number of BMAVs is constant and known (i.e., the BMAVs do
not join/leave Ω), and the BMAVs can be uniquely identified. The
AMAV operates above all BMAVs and generates observations to
help localize BMAVs.

State model of BMAV: The heterogeneous MAV swarm con-
tains 𝑁 BMAVs identified by B = {𝐵1, 𝐵2, . . . , 𝐵𝑁 }, 𝑁 >1. The state
of the BMAV 𝐵𝑖 at time 𝑡 is 𝒚𝒕𝒊 = (𝑥𝑡

𝑖
, 𝑦𝑡

𝑖
, ¤𝑥𝑡

𝑖
, ¤𝑦𝑡

𝑖
), where (𝑥𝑡

𝑖
, 𝑦𝑡

𝑖
)

is the actual location of 𝐵𝑖 and ( ¤𝑥𝑡𝑖 , ¤𝑦
𝑡
𝑖
) is the actual velocity of

𝐵𝑖 . The BMAVs have limited sensing and computing capabilities
and cannot obtain their states. The estimation of BMAV 𝐵𝑖 is
𝒚𝒕𝒊 = (𝑥

𝑡
𝑖
, 𝑦𝑡

𝑖
, ¤̂𝑥𝑡

𝑖
, ¤̂𝑦𝑡

𝑖
). (𝑥𝑡

𝑖
, 𝑦𝑡

𝑖
) is location estimation of 𝐵𝑖 and ( ¤̂𝑥𝑡𝑖 , ¤̂𝑦

𝑡
𝑖
)

is velocity estimation of 𝐵𝑖 . The covariance matrix of 𝐵𝑖 at time 𝑡
is Σ𝑖,𝑡 . The 𝐵𝑖 follows double integrator dynamics with Gaussian
noise, and the state of BMAV 𝐵𝑖 after movement is

𝒚𝒕+1𝒊 = 𝐶𝒚𝒕𝒊 + 𝛾𝑖 , 𝛾𝑖 ∼𝒩(0, Γ)

𝐶 =

[
𝐼2 𝜏𝐼2
0 𝐼2

]
, Γ = 𝑞

[
𝜏3/3𝐼2 𝜏2/2𝐼2
𝜏2/2𝐼2 𝜏𝐼2

]
,

(1)

where 𝜏 is a sampling period,𝑞 is a noise constant factor, and 𝐼2 is
an identity matrix. The 𝐵𝑖 can acquire noisy velocity measurement
𝑣𝑖,𝑡 while moving with limited sensing and computing capabilities.
We define 𝒚𝒕 = {𝒚𝒕1,𝒚

𝒕
2, . . . ,𝒚

𝒕
𝑵 }, Σ𝑡 = {Σ1,𝑡 , Σ2,𝑡 , . . . , Σ𝑁,𝑡 } and

𝑣𝑡 = {𝑣1,𝑡 , 𝑣2,𝑡 , . . . , 𝑣𝑁,𝑡 }.
State model of AMAV: The heterogeneous MAV swarm con-

tains an AMAV 𝐴, which can acquire accurate location estimation
with its sensing and computing capabilities using SLAM methods.
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Figure 2: The observation model of the AMAV.

At time 𝑡 , location of 𝐴 is 𝒙𝒕 = (𝑥𝑡𝑎, 𝑦𝑡𝑎, 𝑧𝑡𝑎). When receiving a ve-
locity command 𝑢𝑡 = ( ¤𝑥𝑡𝑎, ¤𝑦𝑡𝑎, ¤𝑧𝑡𝑎),𝐴 moves accordingly. The AMAV
is faster than all BMAVs.

Observation model of AMAV: As Fig.2 illustrates, the AMAV
𝐴 is equipped with a downward vision sensor that can generate
observations for some BMAVs with respect to their actual location.
The observation angle of the visual sensor is 𝜃 , and the field of view
(FOV) of the visual sensor at time 𝑡 is

𝐹𝑡 = {(𝑥,𝑦) |
√︃
(𝑥 − 𝑥𝑡𝑎)2 + (𝑦 − 𝑦𝑡𝑎)2 ≤ 𝑧𝑡𝑎 tan

𝜃

2
}. (2)

The FOV of the visual sensor is related to the height of the AMAV
𝐴, 𝑧𝑡𝑎 . The observation of BMAV 𝐵𝑖 is noised. The degree of noise
is related to the observation media and the distance between 𝐴 and
𝐵𝑖 . After pre-processing, the observed location of 𝐵𝑖 is obtained
from the observation. Specifically, when 𝐵𝑖 appears within 𝐹𝑡 , the
observed location of 𝐵𝑖 is

𝒛𝒕𝒊 =

{ (𝑥𝑡
𝑖
, 𝑦𝑡

𝑖
) + 𝑓 𝑖

𝜇,Σ, (𝑥
𝑡
𝑖
, 𝑦𝑡

𝑖
) ∈ 𝐹𝑡

none, otherwise,
(3)

where 𝑓 𝑖
𝜇,Σ is noise of observation, 𝜇 = [0, 0]𝑇 and Σ is defined as

Σ =


[
ℎ2 (𝑑 (𝒙𝒕 ,𝒚𝒕𝒊 )) 0

0 ℎ2 (𝑑 (𝒙𝒕 ,𝒚𝒕𝒊 ))

]
, 𝑦𝑡

𝑖
∈ 𝐹𝑡

none, otherwise.
(4)

ℎ(𝑑 (𝒙𝒕 ,𝒚𝒕𝒊 )) = 𝑛

√︃
(𝑥𝑡𝑎 − 𝑥𝑡𝑖 )2 + (𝑦

𝑡
𝑎 − 𝑦𝑡𝑖 )2 + 𝑧

𝑡
𝑎
2
, (5)

where 𝑛 is a constant noise factor related to the observation media.
We define 𝒛𝒕 = {𝒛𝒕1, 𝒛

𝒕
2, . . . , 𝒛

𝒕
𝑵 }.

Estimation model of BMAV: In the process of moving, the
AMAV 𝐴 uses noisy velocity measurement from the BMAV 𝐵𝑖 at
time 𝑡 − 1, the estimation and the observed location of 𝐵𝑖 at time
𝑡 − 1 to calculate the estimation of 𝐵𝑖 at time 𝑡 , 𝒚𝒕𝒊 . Specifically, 𝐴
first calculates prior of 𝐵𝑖 at time 𝑡 , 𝒚𝒕𝒊

−
= (𝑥𝑡

𝑖
−
, 𝑦𝑡

𝑖
−
, ¤𝑥𝑡−

𝑖
, ¤𝑦𝑡−

𝑖
) us-

ing noisy velocity measurement from 𝐵𝑖 , where (𝑥𝑡𝑖
−
, 𝑦𝑡

𝑖
−) is prior

location of 𝐵𝑖 and ( ¤𝑥𝑡
−

𝑖
, ¤𝑦𝑡−

𝑖
) is prior velocity of 𝐵𝑖 . Then 𝐴 calcu-

lates posterior of 𝐵𝑖 , 𝒚𝒕𝒊
+
= (𝑥𝑡

𝑖
+
, 𝑦𝑡

𝑖
+
, ¤𝑥𝑡+

𝑖
, ¤𝑦𝑡+

𝑖
), if 𝐵𝑖 is observed by

𝐴 at time 𝑡 . (𝑥𝑡
𝑖
+
, 𝑦𝑡

𝑖
+) is posterior location of 𝐵𝑖 and ( ¤𝑥𝑡

+
𝑖
, ¤𝑦𝑡+

𝑖
) is

posterior velocity of 𝐵𝑖 . We define 𝒚𝒕 − = {𝒚𝒕1
−
,𝒚𝒕2

−
, . . . ,𝒚𝒕𝑵

−},
𝒚𝒕

+
= {𝒚𝒕1

+
,𝒚𝒕2

+
, . . . ,𝒚𝒕𝑵

+}. Finally, 𝐴 calculates the estimation of
𝐵𝑖 at time 𝑡 , which is defined as

̂𝒚𝒕𝒊 = {
𝒚𝒕𝒊

+
, if 𝐴 observes Bi

𝒚𝒕𝒊
−
, if 𝐴 doesn’t observe Bi

. (6)

We define ̂𝒚𝒕 = {̂𝒚𝒕1,
̂𝒚𝒕2, . . . ,

̂𝒚𝒕𝑵 }. The specific calculation process
will be presented in §3.

Figure 3: The collaborative localization system for the low-
cost heterogeneous MAV swarm

2.2 Optimized Objective
The state of the BMAV 𝐵𝑖 at time 𝑡 is𝒚𝒕𝒊 and the observation of 𝐵𝑖 at
time 𝑡 is 𝒛𝒕𝒊 . The AMAV generates observed locations for different
BMAVs at different times, such that the AMAV can have an accurate
estimation for each BMAV, at each time in the entire time horizon.
As a measure of the reduction in uncertainty, mutual information is
able to capture the statistical dependencies between two variables
[39, 40]. The objective of the planning is to optimize the uncertainty
in the estimation of BMAVs, which is to optimize the sum of mutual
information between 𝒚𝒕𝒊 and 𝒛1:𝒕𝒊 of each BMAV in each time 𝑡 of
entire time horizon 𝑇 ,

𝜙 =

𝑇∑︁
𝑡=1

𝑁∑︁
𝑖=1

𝐼 (𝒚𝒕𝒊 ; 𝒛
1:𝒕
𝒊 | 𝒙

1:𝒕 , 𝑣𝑖,1:𝑡−1). (7)

2.3 Problem Formulation
Given an initial state of AMAV 𝒙0, the initial estimation of BMAVs
𝒚0 and the time horizon 𝑇 . The planning objective of the AMAV
is to choose a sequence of actions 𝑢𝑡 = 𝜋 (𝒚𝒕 , 𝒙𝒕 , Σ𝑡 ) to generate
observed locations for BMAVs to reduce the uncertainty in the
estimation of BMAVs. Thereafter, the goal is to maximize the sum
of mutual information between 𝒚𝒕𝒊 and 𝒛1:𝒕𝒊 of 𝐵 in each time 𝑡 ,

max
𝜋

𝜙 (8)

s.t. 0 ≤ 𝑥𝑡𝑖 , 𝑥
𝑡
𝑎 ≤ 𝐿, 𝑡 = 0, . . . ,𝑇 , 𝑖 = 1, . . . , 𝑁 (9)

0 ≤ 𝑦𝑡𝑖 , 𝑦
𝑡
𝑎 ≤𝑊, 𝑡 = 0, . . . ,𝑇 , 𝑖 = 1, . . . , 𝑁 (10)

0 ≤ 𝑧𝑡𝑎 ≤ 𝐻, 𝑡 = 0, . . . ,𝑇 (11)

Constraint (9)-(10) ensures the BMAVs operate in Ω with a low
height which is constant during the mission. Constraint (9)-(11)
ensures the AMAV operates in Ω.

3 SYSTEM DESIGN
In this section, we will introduce the design of the collaborative
localization system, which enables the heterogeneous MAV swarm
to accomplish high-precision localization without external local-
ization infrastructure. We first give an overview of the system
architecture in §3.1, and then introduce H-SwarmLoc which plans
the movement of the AMAV in §3.2.
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3.1 System Architecture
To enable the heterogeneous MAV swarm to acquire high-precision
localization, we design the collaborative localization system which
takes full advantage of AMAV to help localize the BMAVs. This
system overcomes the limitations of the low-cost MAV swarm,
and efficiently achieves system-wide precise localization through
collaboration without significant cost increase.

Fig. 3 illustrates the diagram of the collaborative localization
system. The AMAV can obtain a precise location with its premium
capabilities using SLAM methods. Utilizing the noisy velocity mea-
surement from the BMAVs and the observation from the downward
visual sensor, the AMAV helps localize BMAVs.

The Observation module uses the observation of the BMAVs
acquired by the downward visual sensor to calculate the observed
location of the BMAVs. The noise model of different observation
media is different. The observation module generates the observa-
tion on 𝐵𝑖 and calculates the observed location of 𝐵𝑖 only when
𝐵𝑖 appears in the FOV of AMAV at time 𝑡 . Several methods can be
used to calculate the observed location of BMAV 𝐵𝑖 [41, 42].

The Prediction module uses the noisy velocity measurement
from the BMAVs to calculate prior of the BMAVs. The estimation of
BMAV 𝐵𝑖 at time 𝑡 is the prior when 𝐵𝑖 does not appear in the FOV
of the AMAV. The uncertainty in the estimation of BMAVs and the
localization error of BMAVs gradually increases with time when
only the noisy velocity measurement is used for state estimation.

The Correction module calculates the posterior of the BMAVs
by fusing the observed location from the observation module with
the prior from the prediction module. This module reduces the
uncertainty in the estimation of the BMAVs. The localization error
of BMAVs decreases in the presence of the observed location. The
correction module calibrates the estimation of 𝐵𝑖 only when 𝐵𝑖
appears in the FOV of the AMAV at time 𝑡 .

The Planning module uses the estimation of the BMAVs and
the state of the AMAV to calculate the following command of the
AMAVutilizing a reinforcement learning-basedmethod in real-time.
The Execution module takes action according to the command to
generate observations for BMAVs. The details of this module will
be further discussed in §3.2.

The system estimates states of BMAVs based on Bayes filter al-
gorithm. As summarized in Algorithm 1, the input of the algorithm
includes the estimation of BMAVs B, the covariance matrix of B,
the noisy measurement velocity from B, the state of AMAV, and
the command of AMAV at time 𝑡 − 1. The output of the algorithm
is the estimation of B at time 𝑡 . The algorithm first calculates 𝐹𝑡
according to equation (2). Then the 𝑓 𝑜𝑟 loop calculates the prior
using the noisy velocity measurement of BMAVs. If BMAV 𝐵𝑖 is
not in the FOV of 𝐴 at time 𝑡 , the estimation of 𝐵𝑖 at time 𝑡 is prior,
else the algorithm calculates the posterior of 𝐵𝑖 using the observed
location with equations (2)-(4). In this case, the estimation of 𝐵𝑖 at
time 𝑡 is the posterior. Note that, 𝜂 is the normalization constant.

3.2 H-SwarmLoc: Planning of the AMAV
The AMAV needs to balance the trade-off between the number of
BMAVs observed and the quality of the observation and keep the
localization performance of the heterogeneous MAV swarm at a
high level in the entire time horizon. Meanwhile, the planning of

Algorithm 1 The AMAV assists BMAVs for localization using the
noisy measurement velocity from the BMAVs and the observation.

Input: �𝒚𝒕−1, Σ𝑡−1, 𝑣𝑡−1, 𝒙𝒕−1, 𝑢𝑡−1
Output: 𝒚𝒕

1: 𝒚𝒕 ← ∅;
2: Calculate 𝐹𝑡 according to equation (2);
3: for 𝑖 ← 1 to 𝑁 do
4: 𝑏𝑒𝑙 (𝒚𝒕𝒊 ) =

∫
𝑝

(
𝒚𝒕𝒊 | 𝑣𝑖,𝑡−1,𝒚

𝒕−1
𝒊

)
𝑏𝑒𝑙 (𝒚𝒕−1𝒊 )𝑑𝒚𝒕−1𝒊 ;

5: Calculate 𝒚𝒕𝒊
− from 𝑏𝑒𝑙 (𝒚𝒕𝒊 );

6: ̂𝒚𝒕𝒊 = 𝒚𝒕𝒊
− ;

7: Calculate 𝒛𝒕𝒊 according to equation (3), (4), (5);
8: if 𝒛𝒕𝒊 is not none then

9: 𝑏𝑒𝑙 (𝒚𝒕𝒊 ) = 𝜂𝑝

(
𝒛𝒕𝒊 | 𝒚

𝒕
𝒊

)
𝑏𝑒𝑙 (𝒚𝒕𝒊 );

10: Calculate 𝒚𝒕𝒊
+ from 𝑏𝑒𝑙 (𝒚𝒕𝒊 );

11: ̂𝒚𝒕𝒊 = 𝒚𝒕𝒊
+; % if 𝐴 observes 𝐵𝑖

12: end if
13: ̂𝒚𝒕 ← ̂𝒚𝒕𝒊 ;
14: end for

Figure 4: Illustration of the planning methods.

AMAV is a receding horizon path-planning problem, which usually
implies high computational complexity.

As Fig.4 illustrates, H-SwarmLoc, a reinforcement learning-based
planning method is proposed to plan the motion of the AMAV for
the non-myopic objective. By using this method, the discounted
sum of future rewards is maximized over the entire time horizon.
Additionally, the policies obtained by this method can be executed
online with an extended training stage.

State Space: The state of the AMAV and the estimation of the
BMAVs form the state space. More formally,

𝑠𝑖,𝑡 ≡
[
𝑥𝑡
𝑖
, 𝑦𝑡

𝑖
, ¤̂𝑥𝑡

𝑖
, ¤̂𝑦𝑡

𝑖
, log det Σ𝑖,𝑡 , 𝒛𝒕𝒊

]𝑇
, (12)

𝑠𝑡 ≡
[
𝑠𝑇1,𝑡 , . . . , 𝑠

𝑇
𝑁,𝑡 , 𝒙

𝒕
]
, (13)

where log det Σ𝑖,𝑡 indicates the estimation uncertainty of the BMAV
𝐵𝑖 at time 𝑡 . A higher value indicates a more inaccurate estimation
of the BMAV. The 𝑠𝑡 is a collection of the 𝑠𝑖,𝑡 .

Action Space:We define the action space with a finite number of
motion options, including six possible actions: forward, backward,
go left, go right, go up or go down.

Reward: We define the reward function of H-SwarmLoc as

𝑅 (𝑠𝑡 , 𝑢𝑡 , 𝑠𝑡+1) = −𝛼
∑𝑁
𝑖=1 log det Σ𝑖,𝑡+1

𝑁
− 𝛽𝜎 (log det Σ𝑡+1) , (14)
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Figure 5: The training process of the control policy. As the
training time increases, the network eventually converges.
The first item penalizes the mean uncertainty of BMAVs. The sec-
ond item calculates standard deviation to prevent the AMAV from
generating observation for only a few BMAVs when not all the
BMAVs are within the FOV. 𝛼 and 𝛽 are constant factors to adjust
the weight between two items.

Training:We use a reinforcement learning algorithm to learn
an optimal policy for this planning problem. The training process is
summarized in Algorithm 2. In the training process, the algorithm
continues to improve the model by interacting with the environ-
ment, and the algorithm only needs state and reward after each
step and does not require any knowledge of the dynamic model,
estimation model, and observation model.

Algorithm 2 Learning a Policy for Planning base on reinforcement
learning algorithm
1: Randomly initialize a model 𝜋
2: for epoch=1:𝑀 do
3: randomly initialize ̂𝒚0, 𝒚0, 𝒙0 and Σ0;
4: for 𝑡 = 0 : 𝑇 − 1 do
5: AMAV executes an action 𝑢𝑡 = 𝜋 (𝑠𝑡 );
6: Calculate 𝒙𝒕+1;
7: Calculate 𝒛𝒕+1; % according to equation (3)
8: (̂𝒚𝒕+1, Σ𝑡+1) ← Bayes Filter (̂𝒚𝒕 , Σ𝑡 , 𝒛𝒕 )
9: 𝑟𝑡+1 = 𝑅 (𝑠𝑡 , 𝑢𝑡 , 𝑠𝑡+1)
10: Update the model 𝜋
11: Update the state, 𝑠𝑡+1
12: end for
13: end for

4 EVALUATION
In this section, we evaluate the performance of the collaborative
localization system and H-SwarmLoc in location estimation on the
simulation platform. First, we illustrate the training process of the
planning policy. Then, we show the localization performance of the
system. Finally, we give a demonstration of the running process.

4.1 Experiment Setup
The arena and BMAV model: The length 𝐿, width𝑊 , and height
𝐻 of our simulation test scenario are 100𝑚, 100𝑚, 40𝑚, where the
BMAVs execute different tasks. The BMAVs used in the simulation
are modeled after the crazyfile platform [43]. Each node has a 3-axis
accelerometer, a 3-axis gyroscope, a high-precision pressure sensor,
and an optical flow sensor, which can be used to measure velocity.

Figure 6: Comparison of localization performance with dif-
ferent planning methods in the presence of the AMAV. The
solid line represents the mean value of the localization error
of BMAVs, and the shaded part represents the variance.

Figure 7: The localization performance improvement with
the presence of the AMAV. The solid line represents themean
value of the localization error of BMAVs, and the shaded part
represents the variance.

Estimation model of the BMAV: We use the Kalman filter to
estimate the state of the BMAVs. The Kalman filter can be replaced
by any kind of Bayes filter or other state estimation methods.

Metrics: As our goal is to minimize localization error of all
BMAVs, we use 𝛿 as metric, where

𝛿 =

∑𝑁
𝑖=1




𝒚𝒕𝒊 −𝒚𝒕𝒊 


2
𝑁

. (15)

A smaller value of 𝛿 indicates a smaller localization error of all
BMAVs at the time 𝑡 .

Parameters: We set 𝑁 = 3, the maximum speed of BMAVs is
2𝑚/𝑠 , the initial velocity of BMAVs is randomly initialized, and
the covariance of all BMAVs is initialized to 30.0𝐼4. To make the
experiment more realistic, the localization error of BMAVs is ran-
domly initialized and less than 10𝑚. The actual location of AMAV
is randomly initialized, and the speed of AMAV is 5𝑚/𝑠 , which
means AMAV can forward, backward, go left, go right, and go up
or down with a rate of 5𝑚/𝑠 . The FOV of AMAV is 2𝜋/3. We set
𝜏 = 0.5, 𝑛 = 0.2, and 𝑞 = 0.5. All experimental results are obtained
with twenty different random seeds.

Baselines:
• Dead-Reckoning with Map Bias (DR): DR is an infrastructure-
free technique which uses noisy measurements from the
accelerometer, gyroscope and optical flow from BMAVs to
estimate the locations of BMAVs[44].
• Random (RA): RA randomly selects an action for AMAV to
execute to limit the localization error of BMAVs.
• Greedy (GR): GR selects an action leads AMAV to the BMAV
which has the maximum log det Σ𝑖,𝑡 .
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Figure 8: Demonstration of collaborative localization with three BMAVs and one AMAV. Time step increases from left to right.
Blue triangle: 𝒙𝒕 . Blue dots: 𝒙1:𝒕−1. Big red dots: 𝒚𝒕 . Small red dots: 𝒚1:𝒕−1. Green circles: ̂𝒚𝒕 . Green and purple shaded area: Σ𝑡 .
4.2 Evaluation Results and Analysis
In general, the localization performance of the collaborative lo-
calization system and H-SwarmLoc outperform all baselines. The
system can keep the localization error of the whole system at a
relatively low level in the entire time horizon.

Policy training: We use the Proximal Policy Optimization (PPO)
algorithm to train the control policy of the AMAV. During the
training process of the policy, we set 𝛼 = 0.1, 𝛽 = 0.1 to calculate
the reward. We used a multi-layer perception (MLP) as the model
with two layers of 64 units and a learning rate of 0.0003. The model
is updated every 1024 training steps. The batch size is 128. As Fig.5
illustrates, our model converges after training.

Localization Error: To investigate the performance ofH-SwarmLoc,
we compare H-SwarmLoc with RA and GA. As Fig. 6 illustrates, the
localization error of H-SwarmLoc decreases 38% and 12% on aver-
age compared to RA and GR. The localization error of RA, GR, and
H-SwarmLoc gradually increases as time increases, but H-SwarmLoc
growth slower than RA and GR. This is because H-SwarmLoc can
plan the motions of the AMAV for the non-myopic objective. At
the beginning of the experiment, the localization errors of GR, RA,
and H-SwarmLoc are all at a high level because there is a distance
between the initial actual location and the initial location estima-
tion of the BMAV. Subsequently, the AMAV generates observation
for the BMAVs, and the distance begins to decrease. However, the
observations generated by the AMAV for the BMAVs are different
with different planning algorithms, and the localization error of
the BMAVs varies. Finally, both RA and GR cannot maintain high
accuracy localization for BMAVs, while H-SwarmLoc can still keep
the localization error at a relatively low level.

To verify the performance of the introduction of the AMAV, we
compare H-SwarmLoc with DR. As Fig. 7 illustrates, the localization
error of H-SwarmLoc decreases by 78% on average compared to DR.
The localization error of DR keeps increasing because the BMAVs
have no external observation and can only be localized by their
noisy measurements. In the beginning, both our H-SwarmLoc and
DR have a high localization error because the distance between the
initial actual location and location estimation of BMAVs is not zero.
Subsequently, the AMAV generates observations for the BMAVs,
and the localization error of BMAVs decreases and remains low.
However, the localization error of the BMAVs increases rapidly with
time when using only noisy measurement velocity from BMAVs
for Dead-Reckoning.

Demonstration: To verify the feasibility of the system, we design
the visualization platform based on [45], and use three BMAVs and
one AMAV to run the simulation. As Fig.8 illustrates, three BMAVs
move as time increases. The blue triangle represents the state of
AMAV at time 𝑡 , the blue dots represents the state of AMAV from
time 1 to time 𝑡−1, the big red dots represents the state of BMAVs at
time 𝑡 , the small red dots represents the state of BMAVs from time
1 to time 𝑡 − 1, the green circles represents the location estimation
of BMAVs at time 𝑡 , the green and purple shaded area represents
the covariance at time 𝑡 . The AMAV generates observations for the
BMAVs. During operation, H-SwarmLoc can select the action for
the AMAV to minimize the localization error of the heterogeneous
MAV swarm on the entire time horizon.

5 DISCUSSION
In this section, we discuss several problems about the system and
the future research directions of this paper. Firstly, the maximum
number of the BMAVs that an AMAV can observe depends on the
observation media. If we utilize tag family TAG36H11 of AprilTag
as the observation media, the maximum number of the BMAVs is
587 because the id of tag family TAG36H11 ranges from 0 to 586.
When we consider the physical size of the BMAV, the maximum
number of the BMAVs is less than 587. Secondly, the minimum
hardware requirement of the AMAV is a monocular camera and an
IMU which are basic requirements to execute the SLAM methods
[24]. This setting is cheap enough to balance the trade-off between
the accuracy and the cost of the system. Meanwhile, it is useful
to use a Stereo camera and an high-precision IMU to make the
systemmore robust in a realistic setting. Finally, the future research
directions of this paper include developing more robust methods
to generate observation for BMAVs and planning more AMAVs to
generate observation for BMAVs simultaneously.

6 CONCLUSION
In this paper, we propose a collaborative localization system , which
takes full advantage of the AMAV to improve the localization perfor-
mance of the heterogeneous MAV swarm. This system overcomes
the limitations of the low-cost MAV swarm through collabora-
tion. Subsequently, H-SwarmLoc, a reinforcement learning-based
planning method is proposed to plan the movement of AMAV in
real-time. Evaluations show that H-SwarmLoc achieves better lo-
calization performance compared to baselines.
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